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Abstract--- The relevance of this study is condition upon the necessity of an in-depth investigation of the phenomenon of artificial intelligence, including its use in the judicial system of various legal states and its impact on the entire judicial system of the state. In this regard, the present paper aims to cover the main definitions of the concept of artificial intelligence, its origins, characteristics, grounds for application, as well as direct interaction and influence on the implementation of the main tasks of justice through the use and development of artificial intelligence in the judicial procedure. The leading method of this study is dialectical, although the authors also employ a combination of other different methods of scientific cognition. The dialectical method, which underlies the theoretical work and is directly listed as fundamental, allowed thoroughly analysing the nature of the concept of artificial intelligence, its key advantages and disadvantages, by analysing its use in the legal systems of the world’s leading states. This paper investigates the emergence and transformation of artificial intelligence in modern technological and information relations, its gradual introduction in various spheres of life, namely the ways of implementation and the possibility of application in justice. Furthermore, the study analyses
possible ways and legal consequences of introducing artificial intelligence into the e-justice system in Ukraine and proposes the stages of reformation. Through the lens of artificial intelligence research, the authors exemplify its performance in various fields of activity in developed countries of the world and describe the main ways of introducing artificial intelligence in justice in the Ukrainian judicial system. The materials of this study are of practical value in the implementation of the goals set for the active use of artificial intelligence tools and their gradual improvement, including the development of methodological guidelines, legislative acts covering the judicial procedure and reference books and recommendations for the interpretation of regulations that have already been adopted in the process of introducing electronic justice in the country.
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**Introduction**

The development of information systems that help a person make decisions began with the emergence of expert systems in the 1950s, which describe the algorithm of actions for choosing a solution depending on particular conditions. Expert systems have been replaced by machine learning, thanks to which information systems independently form rules and find solutions based on dependency analysis, using initial data sets (without first drawing up a list of possible solutions by a person), resulting in the emergence of artificial intelligence (Bench-Capon & Dunne, 2007; Miller, 2019). Technological solutions developed using machine learning methods are an example of artificial intelligence that can only solve highly specialised problems (weak artificial intelligence) (Ponkin & Redkina, 2018). The creation of a universal (strong) artificial intelligence, capable, like that person, to solve various problems, think, interact, and adapt to changing conditions, is a complex scientific and technological issue, the solution of which is at the intersection of various areas of scientific knowledge – natural science, technical, and socio-humanitarian. Solving this problem can lead not only to positive changes in key areas of life, but also to negative consequences caused by social and technological changes that accompany the development of artificial intelligence technologies (Larina & Ovchinsky, 2020).

In recent years, the expert community has increasingly discussed whether it is possible to automate the entire procedure of delivering justice using artificial intelligence, as well as replacing a judge with a system of universal (strong) artificial intelligence capable of analysing the factual circumstances of a case, giving them a legal assessment and making an appropriate decision (Aletras et al., 2018). In China, the United States, Great Britain, France, and some other countries, such computer programmes are already finding their application, but currently serve merely as an auxiliary tool for analysing documents and do not replace a judge. In December 2018, the first International Act specifically dedicated to the use of artificial intelligence in justice appeared – the European
Ethical Charter on the use of artificial intelligence in judicial systems, approved by the European Commission for the Efficiency of Justice of the Council of Europe. The Charter sets out five principles for the use of artificial intelligence:

- the principle of respect for human rights, by virtue of which the use of a computer programme should not detract from the adversarial nature of the procedure and the right to a fair trial;
- principle of prohibition of discrimination;
- the principle of quality and safety, which makes provision for the use of certified software, which is evaluated by both technical specialists and lawyers;
- the principle of transparency, by virtue of which all technologies used must be brought to the public attention in an understandable form (European Ethical Charter on the use of artificial intelligence, 2019).

Thus, more than three decades of improvements in information and communication technologies (ICT) are breaking into the activities of courts and prosecutors, promising transparency, efficiency, and radical changes in working practices, such as paperless courts. Even if such promises have not yet been fulfilled in most jurisdictions, programmes and algorithms are already performing increasingly more judicial procedures (Wang & Gao, 2010; Frühwirt et al., 2014). The impact of such technologies on the functioning of justice and the values established by international principles of judicial conduct are mostly positive. The latest technological wave in the foreign experience of well-known countries is based on artificial intelligence (AI) and promises to change the way court decisions are made (Lomakin & Samorodova, 2017). This purpose is mainly pursued through a specific technology called “machine learning”, which makes predictions by evaluating case materials, both procedural documents and related court decisions. This data set, known as “training data,” is analysed to build statistical correlations between cases and related court decisions. The more data the algorithm processes, the more accurately it predicts decisions in new cases (Lomakin & Samorodova, 2017). For this reason, such systems “learn” (even if only in terms of improved statistical accuracy) to reproduce the results that judges have already achieved in such cases. Unlike the already available technological tools that digitise the exchange of data and documents, this technology of "predictable justice" (as it is usually labelled) is intended to influence judicial decision-making (The High Council of Justice initiatives the launch..., 2021). However, it is not yet clear whether this trend leads to better solutions or undermines the proper performance of the system. That is precisely why, to solve this and other related issues, the scientific literature contains many studies on this matter, conducted by Ukrainian and foreign researchers such as Zakirov (2017), Furashev (2018), Pokin & Redkina (2018), Shemshuchenko (2018), Matveev et al., (2008), Pittman (2016), Nesbitt (2017).

**Materials and Methods**

The methodological framework of the present study includes a set of materials and methods of scientific cognition. Their choice was determined by the purpose and objectives of this study, considering its object and subject matter. To solve the tasks set, the study employed the appropriate methods and materials of
scientific research, namely dialectical, historical, statistical, sociological, and other methods of cognition of processes and phenomena, including specialised methods of grammatical consideration and interpretation of legal norms. Using dialectical and historical methods, the authors of this study considered the ways of establishment and development of artificial intelligence in the scientific field, its main functions and tasks, signs and conditions of application. The Aristotelian and sociological method allowed determining the main stages of the development of artificial intelligence, as well as the analysis of scientific research of Ukrainian and legislative researchers, and their significance in its further development.

Furthermore, an entire block of logical methods was used, including classification (upon creating a complete classification and structuring of scientific hypotheses and assumptions), extrapolation, induction and deduction, analogy, abstraction, comparison. Comparison is one of the key methods in this paper, since the subject of the analysis covers not only the legal scope of its application, but also the experience of the existence of artificial intelligence in various spheres of human and state life. Methods of grammatical analysis and interpretation of legal provisions helped identify the available regulations governing the existence of artificial intelligence in the process of regulating public relations in the state. Monitoring and making suggestions for its improvement. The methods of scientific cognition used in this study are most often general scientific methods. Within the framework of general scientific methods, the authors analyse the available opinions of foreign authors on this controversial issue. The authors of this study describe and compare legal opinions on the regulation of the activities of artificial intelligence abroad. The paper proposes the classification of approaches to the legal understanding of artificial intelligence proposed in the scientific literature.

Apart from the aforementioned methods, the study employed the comparative legal method. Firstly, to investigate the success of legal regulation of the issues under study in other countries and the possibility of implementing the corresponding legal constructions in Ukrainian legislation. Secondly, the method of legal modelling allowed formulating the alleged positive aspects and disadvantages of certain legal structures for regulating the legal status of artificial intelligence. Based on Ukrainian and foreign legislation, as well as judicial practice, the study identifies the most viable options for resolving controversial legal issues that correspond to the legal nature of artificial intelligence.

Notably, the hermeneutical method was used in this paper to interpret the essence and content of the main definitions that describe artificial intelligence in the legal plane. The provisions and conclusions of this study are also based on articles on philosophy, economic theory, general theory of state and law, financial law, theory of administrative law, other branch legal sciences, studies of individual foreign researchers. Current legislation, scientific publications, statements, assumptions, and other regulations that establish and regulate the procedure for resolving socio-legal conflicts constitute the main legal basis for scientific research. Using the sociological method, the authors clarified the positions and opinions of lawyers, prosecutors, and judges on the practical application of artificial intelligence in the justice system proceeding from judicial practice. The statistical method is used to generalise and analyse the conclusions of Ukrainian and foreign researchers and investigate the problems under study. The empirical and informational structure of this study also comprises
generalisations of practical activities of subjects of jurisprudence, statistical materials, reference publications, political and legal journalism, and other legal achievements.

Results

Trends in the development of modern public relations indicate a desire to use artificial intelligence in the field of electronic justice (De Hert et al., 2018; Wu & Zheng, 2020). The developed ideas about the technological aspects of artificial intelligence do not fully fit into the legal consciousness of both Ukrainian and foreign researchers of law. The legislator's unwillingness to determine the legal mode of operation of artificial intelligence is conditioned upon the lack of any experience in its use. The introduction of artificial intelligence in the life of society will show its advantages and disadvantages only after a long time (Fu et al., 2015; Henle et al., 2009). Under these circumstances and modern forecasting of mechanisms of legal regulation of machine intelligence is rather conditional and imperfect. That is why this study investigates the possible ways and legal consequences of introducing artificial intelligence into the e-justice system in Ukraine (Shemshuchenko, 2018). Upon considering court cases, artificial intelligence will allow the court to quickly and reliably establish the essential circumstances of the case, verify the arguments of the participants in the process and, as a result, considerably reduce the time for making an objective decision. In such disputes, it is often necessary to evaluate the integrity of the behaviour of participants in public relations, regardless of the emotional and psychological factors that affect, in particular, the work of a human judge. Understanding artificial intelligence as a digital programme based on the mathematical algorithms laid down by its developers, which produces “new” solutions (machine thinking), requires studying the algorithms of its work in court, including from the standpoint of optimising the judicial procedure and the purpose of establishing the truth in the case. This article reveals the problems of two areas of application of artificial intelligence in court when considering legal disputes: office management and general issues of litigation; assessment of evidence and establishment of legally significant circumstances in a public or private legal dispute (Ponkin & Redkina, 2018).

Thus, in the specialised literature, artificial intelligence is understood either as a device capable of “acting, determining its actions and evaluating their consequences without full human control based on the results of processing information coming from the external environment”, or as a computer programme that simulates the human brain, which has a learning mechanism built in (Goldfarb & Trefler, 2018). In Europe, artificial intelligence (AI) is a cyberphysical (non-biological) autonomous, but physically (energy) dependent support system that can exchange data with its environment and analyse it, self-learn based on acquired experience and interaction, and adapt its actions and behaviour in accordance with environmental conditions. According to the philosophical encyclopaedia, artificial intelligence is a digital system that simulates human intellectual and sensory abilities using computing devices (a neural network). The fact that artificial intelligence will be neutral in relation to humans is a myth. It was dispelled in modern times, when it became clear that technology has its autonomy and independence from humans. The humankind has become a
hostage to the technology it created, it cannot free itself from its reverse influence on themselves. It is obvious that artificial intelligence created by humans contains not only unlimited possibilities, but also unlimited dangers. At the present time, the artificial intelligence system is spontaneously improving, influencing a person and subjugating them; it can grow into a dangerous world for humans, which is partly what is happening today and becomes an inevitable threat. Artificial intelligence has its own laws and language, the lack of a deep understanding of which in humans makes decisions unpredictable (Shemshuchenko, 2018). For example, procedural legislation requires a judge to be guided by his internal belief when evaluating evidence, which is a much more complex category than software algorithms. Depending on the particular circumstances, the same evidence may be rejected in one case and, on the contrary, accepted as a basis in another case. Admittedly, the artificial intelligence system will never be capable of penetrating the depth of the human psyche. Artificial intelligence can assess the circumstances of a case only from the standpoint of formal logic, and that is why it will never be capable of fully understanding the plot of the case, since in many cases, for example, family, and especially criminal, there is a lot of irrationals, as opposed to formal-logical. Furthermore, upon making a decision, the court is guided by numerous evaluation and value criteria stipulated by the law. For example, the principles of justice and humanism in the imposition of punishment, the requirements of reasonableness and good faith in civil law. Understanding of such general categories is formed in a person in the process of socialisation, upbringing, and personality development – all this cannot be reproduced in a software algorithm.

In the context of dynamic updating of legislation caused, among other things, by the technological advance, it is not uncommon for courts to apply the analogy of statute and the analogy of law, which is understood as dispute resolution based on the general principles and content of legislation. The meaning of legislation, that is, its spirit, can only be revealed by a person with a high level of legal culture, and not by a computer. With particular clarity, the impossibility of replacing a judge with artificial intelligence is established in cassation proceedings. After all, the basis for cancelling a court decision in cassation is not any formal violation, but only a substantial violation of legal norms that affected the results of consideration of the case and without the elimination of which it is impossible to restore and protect violated rights, freedoms, and legitimate interests. These criteria derive from the principle of legal certainty, by virtue of which the quashing of a judicial decision on formal grounds is inadmissible. Only a professional judge can evaluate whether the violation committed meets the materiality criterion and whether it can affect the outcome of the case (European ethical Charter on the use of Artificial Intelligence, 2019). In turn, the computer algorithm will record any violation and come to the conclusion that the judicial act is subject to cancellation, even if the formal cancellation leads to the same outcome of the case. Therefore, it is at least premature, but most likely impossible, to contemplate replacing the judge with artificial intelligence. Therewith, the use of artificial intelligence in the consideration of the already mentioned indisputable requirements is not excluded, primarily in writ proceedings, since such work is not related to the analysis of legal relations between the parties and is more technical in nature. In some developed countries, such systems are already being implemented (Ponkin & Redkina, 2018).
Admittedly, the constant expansion and change of the regulatory framework, judicial practice, increasing the burden on the judicial system, which leads to a large number of investigative and judicial errors, actualises the use of artificial intelligence in the Ukrainian judicial system as it is disinterested, incorruptible, objective, and capable of finding almost infallible legal solutions, ways, and methods of effective justice. The authors of the present study cannot but agree that such systems will not only be of great service in the work of courts, prosecutors, officials of investigative bodies, and advocates, but will also enable an objective external control over their activities. Unfortunately, to date, no official document of the legislative framework of Ukraine contains a regulatory definition of the term “artificial intelligence”, although the term itself is actively used in many countries. This situation is conditioned upon the lack of a single legal approach to establishing its common characteristics in different countries. In particular, the creators of the European civil legislation on robotics point out that it is impossible to give an accurate definition of artificial intelligence, which is associated with the real presence of various robots. In this regard, in their opinion, the study of the latter should be approached casuistically, considering each work individually, as a separate unique case.

Discussion

Thus, the term “artificial intelligence” is used to refer to a large scope of scientific and applied research. This name, which is attached to this subject area, most people are more likely to associate with smart robots or thinking computers, numerous images of which were created in science fiction works. That is why many concerns about artificial intelligence are circulating in modern society, and such alarm signals continue to arrive with increasing force. Artificial intelligence is not only associated with the display of human qualities in machines, it also helps drive vehicles, can become an ideal tool for stealing confidential data, increase company productivity, or create ideal opportunities for corporate spies. Artificial intelligence is not yesterday’s invention. The history of its creation is full of memorable moments and names of reputable scientists, ups and downs, extravagant promises and loud disappointments. Artificial intelligence is finally starting to bring real benefits to the state, business, citizens, and the humankind in general.

The power of computers has dramatically increased, there are more algorithms for solving tasks, and, most importantly, the world produces a huge amount of fuel that feeds artificial intelligence – billions of gigabytes every day. Notably, despite the active development of AI technologies, the level of their implementation remains low, which complicates the assessment of the true potential of such technologies. McKinsey Institute experts conducted detailed case studies on five sectors of government activity. The obtained results allow assuming a hypothetical transformation of some types of activities, which, in turn, will disrupt the work of other sectors by a chain reaction (Artificial Intelligence: The Next Digital Frontier? 2018). Artificial intelligence has broad prospects for many stakeholders, including multinational corporations, start-ups, governments, and social institutions (Harnessing the power of big data for trade..., 2016). There is no doubt that artificial intelligence has a huge potential for fundamental change in society. However, at this stage, it is difficult to predict the direction that the
development of this technology will take. Corporations, governments, and employees themselves are guided by the principle of time intervals. However, there is already a need for urgent and clear measures to respond to risks, which are also evident in every existing state (Ponkin & Redkina, 2018).

The development of digital technologies in the era of the information society and the processes of globalisation, the speed of data transmission, confirmed the prospect of introducing artificial intelligence in the courts. It became evident that artificial intelligence is our present, and not the future, which the humankind has long begun to study and only recently approved and began to apply it in most countries of the world. Therewith, the current state of the research on artificial intelligence in the world indicates a long workflow of software engineers together with neuroscientists to build an artificial cognitive system close to human physiology and the reproductive abilities of the human brain, which are still not studied by science (Ponkin & Redkina, 2018). In legal proceedings, human activity is limited by certain formal rules, which is why it is permissible to use only specialised intelligent systems that can work, although independently, but under full human control (Back et al., 2011). Artificial intelligence should be recognised as a source of increased danger; therefore, in this case, it is necessary to assign responsibility for the damage caused by its activities to its creators in accordance with the law. Responsibility for damage caused as a result of the use of artificial intelligence in legal proceedings should be borne by the state (Gulson et al., 2012). After all, only the state should act as the sole creator of intelligent systems, if they are used in state bodies, to perform the obligations assigned to them. Therefore, the creation and use of “smart” robots for criminal purposes, as well as illegal interference in the activities of artificial intelligence systems, which will lead to causing socially dangerous harm, should impose criminal liability (Shemshuchenko, 2018).

For example, in the United States, scientists have long begun to think about the use of artificial intelligence in court proceedings. The country annually considers a huge number of cases of deprivation of parental rights. Considering the fact that there is a case law in the USA, that is, the possibility of copying a decision from another case that is suitable in terms of parameters, the idea is not so strange. It is enough to find a similar case in the database and see what decision was made then. And if there is a large amount of information, evidence base in the case, then the task is completely reduced to analysing statistics and actions according to the template (Gaivoronskaya et al., 2021). Thus, such algorithms are created by people, which means that they somehow reflect the picture of the world of their creators. Neural networks used in artificial intelligence technologies are based on decisions made by humans. Therewith, as data accumulates, it is possible to identify patterns that have nothing to do with decision-making (Buocz, 2018). But the neural network is designed in such a way that it will certainly take the detected pattern for the necessary material. For example, if men were convicted more often than women in any type of criminal case, then for artificial intelligence, the defendant's gender may eventually turn into a significant factor and would influence decision-making.

In December 2018, the European Commission for the Efficiency of Justice of the Council of Europe approved the European Ethical Charter, which contains the
principles of the use of artificial intelligence in judicial and law enforcement systems (on Artificial Intelligence — A European approach to excellence and trust, 2020). This is the first international act regulating such a sensitive and unknown area. The Charter deals with the need for user control: a judge has the right to disagree with a decision proposed by artificial intelligence, and any participant in a dispute has the right to appeal against such a decision and demand that the court consider their case without using artificial intelligence in court. (Kaharuddin, 2021) There is, however, another aspect that cannot be ignored. In the present-day world, “advanced” technologies are used not only by lawyers, but also by representatives of criminal structures, organised crime, etc. If their actions are not countered by the same modern technology, the criminals will find themselves in a deliberately advantageous position. The same reasoning allows contemplating the importance of maintaining equality before the law or the court: if modern technologies are used, then ideally, they should be accessible to everyone. Thus, the question of whether or not artificial intelligence will penetrate the field of law should not be considered critically. It is only important to understand where it belongs, and which areas of activity of the state and citizens in it will forever or at least for a long time remain with a person (Shemshuchenko, 2018).

Undoubtedly, for more than three decades, advances in information and communication technologies (ICT) have been penetrating the work of courts and prosecutors, promising transparency, efficiency, and radical changes in the procedure and methods of activity, such as the transition to paperless proceedings. Although these promises have not yet been fulfilled in most countries, computer programmes and algorithms are carrying out a growing number of judicial procedures (Suwija, 2016; Adinkrah, 2021). These technologies have a predominantly positive impact on the operation of judicial systems and the values stipulated by international principles of judicial conduct. The latest wave of technologies is based on artificial intelligence and promises to transform the way court decisions are made. This goal is achieved mainly through a special technology called "machine learning", which makes forecasts by analysing case materials – both procedural documents and corresponding court decisions (Shemshuchenko, 2018). Based on the analysis of this set of data ("training data"), statistical comparisons are established between cases and corresponding court decisions. The more data the algorithm processes, the more accurate its predictions for new cases will be (Suryasa, 2019). Consequently, these systems “learn” (even if only from the standpoint of improving statistical accuracy) to reproduce decisions that judges would make on similar ones. Unlike the already used technologies for digital data and document exchange, this technology of “predictable justice” (as it is often incorrectly called) is designed to influence court decisions. At present, it remains unknown whether it will improve the quality of solutions or interfere with the proper operation of the system (Larina & Ovchinsky, 2020).

The potential impact of such technology on the administration of justice can be assessed by examining the problems posed by already used information technologies, such as record-keeping and electronic filing systems. In England and Wales, a simple arithmetic error in the official form of the document used in divorce cases led to an incorrect calculation of alimony in 3,600 cases in 19
months. The problem is not the error itself, but the reasons why the Ministry of Justice and those who used this form did not notice it for so long. Users usually pay attention to the interface and the tools that enable them to use technological systems, rather than their internal operation (Matveev et al., 2008). Judicial technologies provide access to an array of court case data to increase transparency, but the way systems assess this data internally is difficult to evaluate and control. Therefore, the main question is whether it is possible to create effective mechanisms to control the internal operation of ICT and data processing algorithms. Another question is how to guarantee due oversight of technologies and their accountability, namely using the example of artificial intelligence (or rather machine learning).

Some countries, including the United States, use technology that makes recommendations for making decisions about pre-trial detention. Such programmes use algorithms calculating the probability of relapse and “estimate” the probability that the accused will commit a crime if they are not taken into custody. Technologies, whether office management systems, simple online forms, or more complex programmes that use artificial intelligence in their activities, should only be used in litigation if there are appropriate human-side control mechanisms (Buocz, 2018). After all, today, the problem of control is even more acute when it comes to artificial intelligence systems based on machine learning. In this case, the forecasts are based on algorithms that change over time. In machine learning, algorithms “learn” (change) based on their experience. When algorithms change, one no longer knows how they work or why they behave in a certain way. How can the humans ensure their accountability if they do not possess effective monitoring mechanisms? This question remains open. And until technical and institutional solutions are found, the principle of caution should be guided. The reservations and precautionary principle mentioned are part of the Ethical Charter on the use of artificial intelligence in the judicial systems of the Council of Europe. This specifically refers to the principles of compliance with fundamental rights and user control of artificial intelligence (Shemshuchenko, 2018). However, the way these principles are to be implemented remains unclear. This task is certainly not for lawyers, parties to the case, or judges. It can only be carried out with the involvement of specialists from various fields, monitoring the operation of systems and evaluating artificial intelligence for compliance with key values stipulated by international principles of judicial conduct and regulations available in national legislation in each state practicing artificial intelligence.

Conclusions

Considering the arguments brought up in the present study, broad discussions at international conferences and scientific discussions, the issue of developing common approaches to understanding the place of artificial intelligence in the modern system of knowledge and international relations is topical. However, the scientific literature contains enough reasons to doubt the use and implementation of artificial intelligence. In this regard, it would be correct to suggest the following questions that are to be resolved, namely: development of approaches to the future strategy or concept of legal regulation of artificial intelligence; determination of the scope of its legal personality and probability of liability; suggestions of areas for development in both national and international law;
investigation of legally significant problems relating to links with new developments in artificial intelligence, as well as relating to the application of the available types of autonomous intelligent systems, in various transport, communication, security, legal systems, etc.; determination of the prospects for creating doctrines and legal provisions concerning the developers, control and improvement of autonomous intellectual systems, legal regimes, variables for the use of such systems, as well as the development of links between new mechanisms of legal support for artificial intelligence; permissibility and limits of application of modern legal norms concerning liability (administrative, civil, criminal) against developers of artificial intelligence systems, their operators, and other persons.

Analysis of these arguments suggests that litigation and the work of artificial intelligence are impossible in isolation from a human judge. The available artificial intelligence technologies do not allow making “machine decisions” (judicial acts) independently and completely. Questions of law and legal qualification cannot be transmitted to artificial intelligence without their evaluation by a human judge. It is necessary to use artificial intelligence in matters that require processing a large amount of information and documents in electronic form. Thus, artificial intelligence will ensure procedural savings and terms of consideration of a legal dispute on the merits by means of speed and error-free calculation and processing of a large number of incoming and outgoing correspondence, procedural documents in the case, evidentiary material, including decisions made in the given proceedings. The use of artificial intelligence ensures the development of technological legal science in Ukraine in terms of objective establishment of legal facts. Public disclosure of digital algorithms for the operation of judicial artificial intelligence will bring greater digital publicity to Ukrainian litigation and ensure transparency of the entire judicial system in the state.

References


Gaivoronskaya, Y. V., Mamychev, A. Y., Miroshnichenko, O. I., & Nor, O. K.-. (2021). Logical and conceptual constructions, theoretical and legal versions of the interpretation of the artificial intelligence's "legal personality". *Linguistics and Culture Review, 5*(S3), 1124-1138. [https://doi.org/10.21744/lingcure.v5nS3.1684](https://doi.org/10.21744/lingcure.v5nS3.1684)


