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Abstract---The stylistics on the linguistics has an important role in the text applied. The social approach is one way how to get a certain goal. In this case, the brilliant solution to solve the problem based on the new method and procedure that can we did. For the public person in the word, the common way can not be avoided a social behavior as well as the community interaction. The current paper explained and explore how it can be done based on a certain way. Of course, the basic concept should be maintained, therefore, in solving the problem those are two principle concept must be had. The first is a success and the second is study.
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Introduction

A key problem for stylistic text categorization, which we address here, is the proper choice of textual features for modeling style. While topic-based text categorization can get quite far by using models based on “bags of content words,” style is somewhat more elusive. We start from the intuitive notion that style is indicated by features representing the author's choice of one mode of expression from a set of equivalent modes for a given content. At the surface level, this may be expressed by a wide variety of possible features of a text: choice of particular words, syntactic structures, discourse strategy, or all of the above and more. The underlying causes of such variation are similarly heterogeneous, including the genre, register, or purpose of the text as well as the educational background, social status, and personality of the author and audience. What all these dimensions of variation have in common, though, is independence from the “topic” or “content” of the text, which may be considered to be those objects and events to which it refers (as well as their properties and relations as described in the text). We may thus define the stylistic meaning of a text to be those aspects of its meaning that are nondenominational; that is, independent of the objects and events to which the text refers (Argamon et al., 2007; Kasper, 1990; Wodak, 2002).

Most computational stylistics work to date has been based on hand-selected sets of content-independent features such as function words (Matthews & Merriam, 1997; Mosteller & Wallace, 1964; Tweedie, Singh, & Holmes, 1996), parts-of-speech and syntactic
structures (Stamatatos et al., 2000), and clause/sentence complexity measures (de Vel, 2000; Yule, 1944; also see the survey in Karlgren, 2000). While new developments in machine learning and computational linguistics have enabled larger numbers of features to be generated for stylistic analysis, in almost no case is there strong linguistic motivation behind input feature sets that would relate features directly to stylistic concerns. Rather, the general methodology that has developed is to find as large a set of topic-independent textual features as possible and use them as input to a generic learning algorithm (preferably one resistant to overfitting, and possibly including some feature selection). Some interesting and effective feature sets have been found in this way (e.g., Karlgren, 2000; Koppel, Akiva, & Dagan, 2003); function words also have proven to be surprisingly effective on their own (Argamon et al., 2003; Argamon & Levitan, 2005; McEnery & Oakes, 2000). Nevertheless, we contend that without a firm basis in linguistic theory of meaning, we are unlikely to gain any true insight into the nature of the stylistic dimension(s) under study. Proper choice of features also should, of course, aid classification accuracy.

**Functional lexical attributes**

We first give an overview of the taxonomies underlying the functional lexical features that we have developed; more detail on the taxonomies can be found in the Appendix. This work is based on the theory of SFG, a functional approach to linguistic analysis (Halliday, 1994). SFG models the grammar of a language by a network of choices of meanings that can be expressed (Matthiessen, 1995), and so all lexical and structural choices are represented as the realizations of particular semantic and contextual meanings.

The theory, rooted in the earlier work of Firth (1968), takes primarily sociological view of language, and has developed largely in the context of its use by applied linguists for literary/genre analysis and for studying language learning (An excellent overview of SFG and its relation to other functional accounts of grammar may be found in Butler, 2003). Describing SFG’s main concerns, Matthiessen (1983) eloquently observed.

There are few grammatical mechanisms that have been developed within a framework with as impressive a tradition as Systemic Linguistics and with as wide a scope. The systemic framework is not just a non-transformational alternative to Chomsky’s transformational grammar. It is different from Chomskyan work at the level of the framework, not only at the level of mechanism and notation. Systemic linguists ask questions like “How does communication succeed?”, “What are the relations between context and language use?”, “What can a speaker of English do grammatically to achieve a particular purpose?”, “What are the options for expressing grammatically a particular range of meanings?”, “What functions does language serve?” and so on. . . . One consequence of questions of this type has been in Systemic Linguistics that text as a communicative unit is taken to be the basic linguistic unit rather than the sentences that are used to express texts . . . Obviously, this view has far-reaching effects on the conception of grammar (Dafouz-Milne, 2008; Sdobnikov, 2016; Hyland, 2016).

We believe that the fact that SFG models language as a network of mutually exclusive options for expressing meaning (which can be structural or lexical) makes it particularly useful for modeling stylistic variation among texts.

Systemic functional grammars have been applied to automatic natural language processing in several contexts since the 1960s, though after the influential work of Winograd (1972) on natural language understanding, computational applications have been mostly limited to text generation (Fawcett & Tucker, 1990; Matthiessen & Bateman, 1991; Teich, 1995) rather than text analysis due to the complexity of parsing in the theory (but also see O’Donnell, 1993).

Briefly, SFG construes language as a set of interlocking choices for expressing meanings, with more general choices constraining the possible specific choices. A simple example in the pronominal system of English.
If a pronoun is to be used, it may refer either to one of the discourse participants or to a third party.

- If to one of the participants, it may refer to the speaker (I, me), the speaker-plus-others (we, us), or the hearer (you);
- If to a third party, it may refer either to one individual or to many (they, them);
  *If to a single individual, it may refer to a conscious individual or to a nonconscious individual (it);
  *If to a single conscious individual, it may refer to a male (he, him) or to a female (she, her); and so forth.

Note that a choice at one level may open up further choices at other levels, choices that are not open otherwise. For example, English does not allow a pronoun to distinguish between pluralities of conscious or nonconscious individuals. Furthermore, any specific choice of the lexical item or syntactic structure is determined by choices from multiple systems at once, as the choice between “I” and “me” is determined by the independent choice governing the pronoun’s syntactic role as either a subject or an object (Bruce, 2014; Prior, 2001; Kecskes, 2000).

Thus, a system defines a set of options for meanings to be expressed. Each (nonroot) system has an entry condition, a propositional formula of options from other systems, denoting when that system is possible. Each option gives constraints (lexical, morphological, or syntactic) on utterances that express the option. Options (or logical combinations thereof) may serve as entry conditions for more specific systems. While some systems, as in the example described earlier, are disjunctive such that exactly one of their options must be chosen, others are conjunctive in that all of their options must be chosen—this enables combinatorial possibilities. For example, modal verbs (e.g., “may,” “might,” or “must”) choose options from multiple systems, including “Modality Type” (likelihood, frequency, obligation, etc.) and “Modality Value” (median, high, low) (Kramsch, 2000; Pobegaylov et al., 2016).

**Discussion**

We validate our claims for the use of functional lexical features by applying them to a variety of stylistic text classification problems. In each experiment Weka’s (Witten & Frank, 2000) implementation of the SMO version (Platt, 1998) of the Support Vector Machine learning algorithm (Cristianini & Shawe-Taylor, 2000) with a linear kernel was used for learning classification models (higher-order kernels did not seem to make much difference); for the multiclass problems, a one-versus-all strategy was used to generalize the estimate out-of-training classification accuracy, with partitions held constant for the different feature sets on each task. SMO’s stiffness (C) parameter was tuned in each case by further 10-fold cross-validation over the training set (nested within evaluation cross-validation runs). Statistical significance of differences in accuracy between feature sets on the same task was estimated by the paired t-test (over the cross-validation partitions).

**The principal communicative-functional approach to translation**

As has been stated above, the communicative-functional approach implies consideration of a translation event in a certain, frequently imaginary, supposed, yet realistic environment within which this event happens or may happen.

The term “environment” may be replaced by the more traditional and specific concept of “communicative situation”. The latter term seems to be more precise, too, as it implies the interaction of human beings. It should be borne in mind that people interact only when they need to or have to. The necessity to interact arises when any substantive work performed by people cannot be done unless they communicate. The communication can be
both direct and indirect. In case the communication actors are divided by a language barrier, mediation by a translator/interpreter is needed. It is self-evident that a translator who performs the role of the mediator between the communication actors is supposed to take into consideration the aims with which they get engaged into the communication process, the needs and requirements of their substantive work, possible or definite ways in which they will use the target text produced (Thorne, 2008; Lemke, 1991; Short & Leech, 2013).

Gentzler states that “...a client who hires a translator has specific goals that need consideration; the receiving audience has certain expectations that need to be addressed; translation is a form of action, a communicative interaction” (Gentzler, 2001). Only after the translator has realized the needs and expectations of the target audience, he/she is able to understand and formulate the translation goal. The notion of the translation goal is widely discussed and even widely disputed by many translation scholars.

Those who admit the relevance of the notion offer different definitions of the translation goal, according to the approach they use. The principal translation goal is not to simply produce a text that would be acknowledged as equivalent to the ST by an idle outsider who is capable of comparing the TT to the ST. It is noteworthy that in real life a translation is rarely assessed by professional critics or by those who pretend to be “critics”. It is communication actors who eagerly or reluctantly assess the translation in terms of its usefulness for the activities they perform. No wonder, Christiane Nord has emphatically titled her book as “Translating as a Purposeful Activity”. Thus, generally speaking, the genuine translation goal is to produce a text that would be instrumental in the activities performed by its end users (Semino & Short, 2004; Kachru, 1990; House, 2001).

Consequently, the translation must be viewed as both the instrument of communication and the instrument of any substantive work being done by communication actors. It follows that in a professional setting, a translation event is always triggered by some aim or intention. But the question arises: whose intention is it? It seems that it is the intention of the communication actors that triggers a translation event, which is not always true. The personality of another actor is most essential in our considerations, and the actor is the initiator of translation. As Gentzler points out, it may be a person, a group, or an institution whose goals or aims may be different from those of the source-text author, the target-text receiver, and the translator (Gentzler, 2001).

The translation initiator can or cannot be directly involved in the act of communication between the actors, as the case may be. But it is always he or she (or, maybe, it, in case of some institution) who defines the character of the translation setting and, ultimately, determines the translation strategy. As I have previously pointed out, the translation strategy is a function of the initiator’s goal (Sdobnikov, 2011).

Understanding by the translator of the initiator’s goal and the expectations of the source-text author and the target text receivers’ results from the analysis of the communicative situation, or the translation set, which is indispensable of any professional translation activity. The communicative situations in which translation is performed are strikingly diverse. Yet, despite this diversity, all of them fall into two main categories: 1) situations in which translation is initially planned, and 2) situations in which translation is not initially planned. In the first class of situations the text is addressed directly to the audience that speaks another language. In the second class of situations the text is addressed to the audience speaking the same language, and only after that the translation is done, in a different setting, culture and time (Mills, 2002; Simpson, 2003).

On the basis of the above premises, I can define translation as a translator’s speech activity aimed at producing a text that serves to be an instrument of the substantive work
done by the translation initiator and communication actors in the given communicative situation (Connor, 2004; De Beauagrande & Dressler, 1981).

The role of linguistic communication

On the communicative level machine control at all stages of the organization and carrying out of construction work – from design and engineering training facility for the construction of recreation and to clean up after the completion of all construction works of the object – it is required to constantly maintain communicative contact with subordinates. At the same time, taking into account the much-documented the process of construction, regulated by different regulations, legislative acts, SNIP, etc. Control unit is required to conceptualize and optimize the existing texts, to update them to a specific time in the organization and management of production. In practice, this is achieved through a complex process of inclusion of the text of the existing regulatory framework in the texts of the adaptive nature of optimization and regulating the progress of work in view of the chosen management model.

The larger the organization, the more complex and heterogeneous process of exchanging text information control and reporting nature. Analysis of a typical workflow of a large construction company suggests three qualitative and quantitative level, which forms the text information: 1) Top managers of the company, senior managers. The device managers create the overall strategy of the company, decides to conceptual issues of development and implementation of production. It makes key decisions. In terms of communication, the level of top management is initiating, a feedback position, the end. 2) The mid-level management device implements supplied fuel Task Managers issued usually in the form of a written order, ie, text. On the communicative level, this refers to the expansion of the information channel, the processing, and transformation of raw data into a considerable amount of texts containing additional relevant information. At this stage already formed an inverse relationship between top managers and middle-level administrative apparatus, which has a separate information field, channel, given the amount of information and interaction model. 3) Ispolnitelnoe field unit receives the information and implements it during the preparation of the final product. At the same actuator on the ground and adapts to the received texts specifics of the situation. The actuator is the final recipient of the information in the communication circuit for a direct connection and initial feedback global communication within the company. Preparation of written progress reports, requests for additional information, and so on. N. Is the bulk of the texts produced at this level.

From texts to social contexts

Since 1966, when Kaplan’s original work on contrastive rhetoric appeared, and 1996, when my book on contrastive rhetoric was published, many new trends have appeared in research approaches and methods. The change has been affected by two major developments, namely an expansion of genres under consideration and a move to emphasize contexts of writing. First, there has been an increase in the types of written texts that are considered the purview of second language writing around the world. EAP classes teach other types of writing besides the student essay required in college classes. Other important genres are the academic research article, research report, and grant proposal. Writing for professional purposes, such as business, is also now considered a legitimate type of second language writing and worthy of research and teaching.

In addition to the expansion of the genre, the field has moved to emphasize the social situation of writing. Today, writing is increasingly regarded as being socially situated; each situation may entail special consideration to audience, purposes, level of perfection, and correspondingly may require varying amounts of revision, collaboration, and attention to detail. The expectations and norms of discourse communities or communities of practice
(cultural and disciplinary), of course, may shape these situational expectations and practices. The social construction of meaning as dynamic, socio-cognitive activities is a term used to describe this approach to texts. Instead of analyzing what texts mean, we want to understand how they construct meaning. Bazerman & Prior (2004) pose three questions to guide the analysis of writing: “What does the text talk about? How do texts influence audiences? And how do texts come into being?” Thus, two major reasons—the acknowledgment of more genres with specific textual requirements and the social contexts of writing—have motivated scholars of intercultural rhetoric to adjust and supplement research approaches in their work.

These changes in teaching and research of writing are reflected by Flowerdew in a recent book, Academic Discourse (2002). Flowerdew divides research on written academic English into four different methodological categories: genre analysis, corpus-based studies, contrastive rhetoric, and ethnographic/naturalistic approaches.

According to Flowerdew, genre analysis is textual analysis and provides narrow (specific to certain genres, not to all academic discourse) and deep descriptions of academic discourse by focusing on specific genres such as the academic research paper (Swales, 1990) or the work on business, academic, and legal discourses of Bhatia (1993). Genre analysis produces generic structures of moves that provide the basis for the development of pedagogic materials as in Swales & Feak (1994, 2001). Corpus linguistics allows for the consistent and accurate analyses of large databases.

Contrastive rhetorical analysis of academic discourse, according to Flowerdew (2002), shows that there are preferred expectations about how information is organized in different languages and cultures and that these preferential expectations can be used in the development of pedagogic materials. The ethnographic approach views text as only one feature of the social situation in which writing takes place. In addition to textual analysis, ethnographic methods emphasize direct observation, interviews, and other modes of analyzing the situational context. Unlike applications of the other three methodologies, Flowerdew (2002) maintains that ethnographic academic discourse analysis, being contextually restricted, maybe “less amenable to large-scale application to pedagogic materials.”

Current series on intercultural studies

A new series on intercultural studies, Cultures, and Communication, has recently been launched by Jörg Roche and Willie van Peer, both at the University of Munich. The series is being published by LIT in Münster and aims to be bilingual (German and English manuscripts are awaited). More information can be found on the website, at http://www.lit-verlag.de/reihe/kukcac.

In our increasingly globalized world, communication between cultures is attracting more and more attention. It is becoming increasingly clear that successful intercultural or transcultural communication is developed through mediation processes, rather than by simple ‘transmission of knowledge’ alone. Unfortunately, this understanding is often arrived at too late, only after conflicts or miscommunication have occurred. By that time, the opportunity for analyzing the communication process has often been lost, in part because communicators may be unwilling to collaborate with ‘outside’ professionals on such an analysis.

It is also true that while some sophisticated communication concepts have proven themselves to be indispensable for intercultural training, therapeutic interventions or the teaching of language and culture within an intercultural framework, such concepts and models are only credible when firmly grounded on theory-based research. This series is therefore motivated by the goal of contributing to well-founded, differentiated and
interdisciplinary research on psychological, cultural-anthropological, media-related, hermeneutical, literary, medical, pedagogical, educational and policy-related aspects of communication between cultures.

This approach is oriented squarely towards the translation text: A translation is evaluated predominantly in terms of its forms and functions inside the system of the receiving culture and literature (cf. Toury 1995). The original is of subordinate importance, the main focus—retrospective from translation to original—being “actual translations,” and the textual phenomena that have come to be known in the target culture as translations.

The idea is to first of all attempt to “neutrally” describe the characteristics of that text as they are perceived on the basis of native (receptor) culture members’ knowledge of comparable texts in the same genre. However, if one aims at judging a particular text which is plainly not an “independent,” “new” product of one culture only, such a retrospective focus seems peculiarly inappropriate for making valid statements about how and why a translation qua translation is as it is. While the solid empirical-descriptive work and the emphasis put on contextualization at the microlevel of the reception situation and the macro-level of the receiving culture at large, as well as the inclusion of both a "longitudinal" (temporal, diachronic) and a (synchronic) systemic perspective (considering the polysystemic relations into which the translation enters with other texts in the receiving cultural system), is certainly commendable, the approach does fail to provide criteria for judging the merits and weaknesses of a particular “case.” In other words, how are we to judge whether one text is a translation and another one not? And what are the criteria for judging merits and weaknesses of a given “translation text”?

Scholars belonging to this approach (cf. e.g. Venuti 1995) try to critically examine translation practices from a psycho-philosophical and socio-political stance in an attempt to unmask unequal power relations, which may appear as a certain skewing in the translation. In a plea for making translations (and especially translators as their “creators”) “visible” and for revealing ideological and institutional manipulations, proponents of this approach aim to make politically pertinent (and “correct”) statements about the relationship between features of the original text and the translation text. They focus on the hidden forces shaping both the process of selecting what gets translated in the first place and the procedures that result in the ways original texts are bent and twisted in the interests of powerful individuals and groups “pulling strings” when choosing texts for translation and adopting particular strategies of re-textualization.

This is certainly a worthwhile undertaking, especially when it comes to explaining the influence translators can exert through their translation on the receiving national literature and its canon. Further, the application of currently influential lines of thinking such as post-colonial theory (Robinson 1997) or feminist theory (von Flotow 1997) to translate may not be uninteresting in itself. However, if comparative analyses of original and translation focus primarily on the shifts and skewings stemming from ideologically motivated manipulations, and if an agenda is given priority which stresses the theoretical, critical and textual means by which translations can be studied as loci of difference,” one wonders how one can ever differentiate between a translation and any other text that may result from a textual operation which can no longer claim to be in a translation relationship with an original text.

Fludernik’s (1993) study of what she calls free indirect discourse is even more impressive in terms of the wide range of textual examples she uses to illustrate the points she wants to make. We have learned much from her work but, as with Cohn’s study, we were concerned that her relatively informal analytical approach might mean that important factors in the study of discourse presentation would be missed. In her research, Fludernik specifically considered the possibility of a corpus-based approach, and the quantification that comes with it, but rejected this option (i) because she did not want to restrict herself
to the literature of just one language, nation, period, etc., which she thought a corpus-based approach would prevent, and (ii) because she believed that a corpus and its associated annotation would have created serious methodological problems, in the sense that she thinks it would have been necessary to ‘institute arbitrary definitions of the relevant categories’ (Fludernik, 1993).

Such arbitrariness would necessarily have resulted in an erosion of the actual usefulness of the statistical data since one would have had either to decide on larger categories that include marginal and ambiguous phenomena or to indulge in a proliferation of subcategories and intermediary categories which would have rendered the statistics next to useless for interpretation. From previous experience with statistical research (Fludernik, 1982). We have also acquired a profound distrust of the methodological relevance of statistical data. Statistics typically take individual occurrences of certain phenomena out of context. Since the present study attempts to document the crucial importance of context for the purpose of the even preliminary establishment of basic categories, a statistical approach would from the outset have vitiated one of the major aims of the project. These remarks are, however, not meant to discredit statistical research in itself. On the contrary, I would welcome a series of statistical analyses that might help to corroborate, modify or refute some of the theses I am here proposing (Fludernik 1993).

We have quoted from Fludernik at length because we have effectively tried to do what she decided to avoid, namely to use a set of categories and subcategories to analyze the textual extracts in our corpus comprehensively and systematically. Consequently, we certainly recognize some of the problems she points to, though we think that the annotation difficulties have not been as damaging as she thought they would be. Indeed, we would claim that forcing ourselves to be as clear and precise as possible about our annotations has helped us to isolate and come to terms with, phenomena we may not otherwise even have noticed. Similarly, we believe that forcing ourselves to account for ambiguity and marginal phenomena in our annotations has helped us to understand more exactly how the speech, writing and thought presentation scales operate, and what factors are at work in producing ambiguity on those scales. Because we take this explicit analytical approach, we are able to provide some of the statistical information which, at the end of the above quotation, Fludernik says that she would welcome.

We very much agree with Fludernik that statistical analysis has limitations as well as advantages, and this is why we present both quantitative and qualitative analysis in this book. We do not think that the one precludes the other (though doing both does increase the workload still further, as, from experience, we are very well aware). Indeed, we would want to argue that both forms of analysis are needed, and work best when used interdependently. Although Fludernik decided not to adopt a corpus-based and quantitative approach (the experience of the dissertation she refers to as Fludernik (1982) was clearly salutary), she makes a point of saying that she is not antipathetic to such work. She is very open to the fact that all approaches have advantages and disadvantages, and that we can all learn from different approaches to the same phenomenon. This tolerant and inclusive attitude is in contrast to the attacks on corpus linguistics by some other linguists, which we allude to briefly below.

It was natural for us to move to a corpus-based approach as we work in a department which has members who have been involved in corpus construction and annotation for some years, and who could easily be called upon for advice and help. The Lancaster–Oslo/Bergen (LOB) corpus was one of the early modern linguistic corpora to be developed; Lancaster is the ‘home’ of the British National Corpus (BNC), for which Lancaster did much of the work, and our colleagues are involved in the building and exploitation of other corpora too. However, not all linguists are sympathetic to a corpus-based approach, and so we will take a little space here to explore some of the pros and cons in the use of electronic
corpora, to help explain our decision to develop our corpus and to use ‘corpus stylistics’ as the main title of this book.

The first point that we would like to make is that although this book, and much of our current work, involves the use of a corpus-based approach in stylistics, we do not think that this approach should supplant other work within our field. Rather, our decision to use a corpus-based approach was because it was the best tool we could find to carry out the particular kind of investigation we had in mind. In order to see how adequate the Leech and Short model was, and what kind of modifications it might require, we needed to test the model on a number of different text types, with enough samples of each text-type to be reasonably sure of our findings.

This led to the idea of a representative corpus. We also needed to force ourselves not just to concentrate on convenient text- or intuition-based examples. This led to the idea of developing a method of systematic and replicable textual annotation which would be used comprehensively. Finally, we needed to be able to sort our annotations easily, in order to observe patterns of various kinds in our data. This need led naturally to the idea of using an electronically tagged corpus, and software that would enable us to do what we wanted (we chose Mike Scott’s Wordsmith package for this purpose).

The fact that we are currently involved in corpus-based work, and the quantification that it entails, does not mean that we have stopped doing the qualitative textual analysis that is at the heart of the field of stylistic analysis. We are still involved in this sort of work, and will continue to do it (indeed this book includes some qualitative work on particular texts in our corpus; see Chapter 8 in particular). We will continue to use our intuition in arriving at theories, interpretations of texts and so on, and we will not give up our interest in investigating informant reactions to texts in order to compare them with stylistic analyses or stylistic theories – or indeed any other kind of work we, or other statisticians, typically engage in.

Conclusion

We think that all these different approaches have a useful role to play in helping us (i) to understand how readers interact with and understand, particular texts and (ii) to arrive at general theories of textual understanding, textual response, and style. We would be unhappy if the work we report was regarded as a competitor for other forms of inquiry in stylistics, rather than as merely another (very useful) approach to add to the analytical armory of the stylistics enterprise. There is already some interesting work that insightfully combines detailed qualitative work on particular texts with corpus-based analysis. It uses such a combination to show how Baden-Powell, the founder of the Boy Scout movement, use the same lexical items in very different (and sexist) ways in his last messages to corpus-based work to show, for example, how what he calls the ‘semantic prosody’ of the word ‘utterly’ is used by Philip Larkin to induce feelings of threat at the end of ‘First Sight’
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